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Abstract

The Web lacks support for explaining information provenance.
When web applications return answers, many users do not know what
information sources were used, when they were updated, how reliable
the source was, or what information was looked up versus derived.
The Web also lacks support for explaining reasoning paths used to de-
rive or retrieve answers. The Inference Web (IW) aims to take opaque
query answers and make the answers more transparent by providing
explanations. The explanations include information concerning where
answers came from and how they were derived (or retrieved). This
chapter describes the IW support for explanations on question answer-
ing (QA) environments. A characterization of explanation strategies
on QA environment is presented. One usage of the Inference Web in-
frastructure, and in particular of the browser, explainer, and portable
proof specification for supporting multiple explanation strategies in
the KSL Wine Agent is described in the chapter. Also, a generic ar-
chitecture for a QA environment incorporating the Inference Web for
explaining answers is presented.

1 Introduction

Inference Web (IW) aims to enable applications that can generate portable
and distributed explanations for any of their answers. IW addresses needs
that arise with systems performing reasoning and retrieval tasks in heteroge-
neous environments such as the Web. Users (humans and computer agents)
need to decide when to trust answers from varied sources. Our belief is that



the key to trust is understanding and explanations of information prove-
nance and derivation history can be used to provide that understanding. In
the simplest case, users may retrieve information from individual or multiple
sources and they may need provenance information (e.g., source, recency,
authoritativeness, etc.) before they may decide to trust an answer. Users
may also obtain information from systems that manipulate data and derive
information that was implicit rather than explicit. Users may need to inspect
the deductive proof trace that was used to derive implicit information before
they trust the system answer. Many times proof traces are long and complex
so users may also need the proof transformed (or abstracted) into a more
understandable explanation of the proof. Users may also obtain information
from hybrid and distributed systems and they may need help integrating an-
swers and solutions. As Web usage grows, a broader and more distributed
array of information services becomes available for use and the needs for
explanations that are portable, sharable, and reusable grows.

In this paper, we present the Inference Web as an answer to the problem of
trusting information from question answering (QA) systems on the Web. We
introduce the notion of knowledge provenance and show how Inference Web
is used to provide provenance information increasing users trust in answers.
We describe the Inference Web by use of a running example - the KSL Wine
Agent. Through this example, we describe explanation needs in typical web
agents. We provide examples of how users can get and use explanations in
a QA environment. We describe the main inference web components that
support the task including the registry, the explainer and the browser1 and
include a block diagram of the Inference Web architecture as viewed by a
user. Finally we present our contributions and future work and point to
related work.

2 Question Answering with Explanations

An answer explanation is any augmentation that can improve the under-
standing of an answer. Answers typically will have multiple explanations,
each one possibly exposing different aspects of the answer. In this section we
present some possible explanation strategies for answers in QA environments.

1http://onto.stanford.edu:8080/iwbrowser/



2.1 Knowledge Provenance for Answers

Knowledge provenance includes source metadata information, which is a de-
scription of the origin of a piece of knowledge, and knowledge process in-
formation, which is a description of the reasoning process used to generate
the answer. We distinguish between the source metadata information and
the knowledge process information because users and applications vary with
respect to their needs concerning the two topics. We exploit the distinction
between source meta information and knowledge processing in our explana-
tion strategies described below.

We have used the phrase knowledge provenance instead of data prove-
nance intentionally. Data provenance [7, 10] may be viewed as the analog
to knowledge provenance aimed at the database community. That commu-
nity’s definition typically includes both a description of the origin of the
information and the process by which it arrived in the database. Knowledge
provenance is essentially the same except it includes proof-like information
about the process by which knowledge arrives in the knowledge base. The
typical process by which knowledge arrives in a knowledge base may include
extensive reasoning such as complicated theorem proving to generate deduc-
tive closure information while the typical process by which data arrives in a
database may not include as much extensive reasoning. Thus, there may be
different challenges and a different emphasis for knowledge provenance work
in comparison to data provenance work.

Our past experience with explanation systems for knowledge representa-
tion systems has shown that source metadata information for answers is the
most important explanation feature for many users and, in many cases, it
meets all or most of their explanation needs. For example, users may need
to know the author names, authoritativeness, currency, etc. of sources in
order to trust answers depending upon them. When they are using appli-
cations that use simple look-up techniques to retrieve answers or when they
are using reasoning components that they view as totally trustworthy, then
they may only need source metadata information in order to trust answers.
Even if they are using applications that are only using authoritative sources
of information, they still may be interested in the source of the information
before believing the answer. On the Web, it is rarely the case that all source
information and their surrogates, if any, would be considered authoritative
and current [16]. Thus it is typically the case that users will need access to
source metadata information in order for them to understand and trust web



answers. Furthermore, if users are using QA systems that have manipulated
information (by reasoners, extractors, heterogeneous agents, etc.), then it
would be expected that users would need some kind of understanding of the
manipulations and their rationale before they could trust the answers.

2.2 Explanation Strategies

Information retrieval techniques for the Web, such as document ranking, are
widely used in QA environments. The presentation of some source metadata
along with the answers as performed by many search engines can be viewed
as an explanation strategy. However, source metadata may not be enough
for explaining retrieved answers. Users may be interested, for example, in
understanding the process of selecting answers. In this case, some description
of how the answer selection was made, as described in JAVELIN [24], may
be a useful way of presenting knowledge process information.

Standard information retrieval techniques may be augmented for question
answering by using some stores of background knowledge. Simple query
expansion techniques such as using Verity’s Topic Sets may be used to retrieve
additional related answers to questions. Terms in the query are expanded
by related terms in the topic set and thus additional related answers may be
retrieved that would have been missed otherwise. Explanations that show
why answers were retrieved, including the terms or phrases that were used
in the query expansion provide an additional source of explanations. QA
systems that use background ontologies, such as FindUR [18] use equivalent
terms or subclass relationships to do query expansion. Explanations that
expose the subclass relationships (or equivalent terms used) may be used to
support those answers.

As QA environments are supported by additional structured information,
such as ontologies and annotated documents, they may be able to provide ad-
ditional answers or more precise answers for questions typically answered by
search engines. Since the Semantic Web [1] provides such structured informa-
tion (along with some notion of the meaning of the structure) it provides the
foundation for improved QA systems. In the case of the Semantic Web, the
process of explaining derived answers may become much more complex than
explaining retrieved answers. In fact, any particular reasoning path to an an-
swer may have many reasoning steps, each one applying one of the available
rules implemented by the inference engine used to derive the answers.

As more information is used to answer queries, source metadata infor-
mation may become more complex. For example, ontologies and ontology



sources are new sources to be considered in the process of gathering and
annotating source information. Additionally, it is clear that proofs, which
have been used for a long time for explaining answers for expert users of
theorem provers, may be too complex for users in the Web. Thus, many
types of explanations may need to be offered for users on the Web if users
need to understand answers. Also, explanations should initially be as simple
as possible and users should have the option of asking follow-up questions
concerning portions of the answer that they are interested in knowing more
about. Both the initial question and the follow-up questions generated be-
cause of a desire for understanding may involve information about the source
metadata information or knowledge process information or a combination of
both.

3 KSL Wine Agent: A Case Study

Every system that provides answers to users is a potential context where
Inference Web may add benefit. We will use the KSL Wine Agent2 as both
motivation and as a pedagogical tool for explaining how Inference Web can be
used in practice. The KSL Wine Agent is a prototype implementation of the
wine agent described in [27]. It is also an extension of the description logic
tutorial [19, 6]. It allows a user to choose a meal course (such as pasta with
red sauce) and ask for either a description of the suggested wine to drink (such
as a dry, red, medium bodied, moderate-flavored wine, a suggested variety
such as zinfandel, or a specific suggestion such as Marietta Zinfandel). In
its web setting, it can also connect to a few wine web sites and check for
matching wines available for sale on those sites. Before a user chooses to buy
the wine suggested, they may also ask for information such as why the agent
suggested a red wine (because of the red sauce) or where the information
came from (such as the DAML wines ontology) or where the specific wine
recommendation came from (the wines ontology or a match from the online
web site).

Thus, a user might use a search engine interface or a query language such
as DQL3 for retrieving information such as “zinfandels from Napa Valley” or
“wine recommended for serving with a spicy red meat meal” (as exemplified
in the KSL wine agent example in the OWL guide document [27]). A user
might ask for an explanation of why the particular wines were recommended

2http://onto.stanford.edu:8080/wino/
3http://www.daml.org/2002/08/dql/



as well as why any particular property of the wine was recommended (like
flavor, body, color, etc.). The user may also want information concerning
whose recommendations these were (a wine store trying to move its inventory,
a wine writer, etc.). In order for this scenario to be operationalized, we need
to have the following:

• A way for applications (reasoners, retrieval engines, etc.) to dump jus-
tifications for their answers in a format that others can understand. To
solve this problem we introduce a portable and sharable proof specifi-
cation.

• A place for receiving, storing, manipulating, annotating, comparing,
and returning meta information used to enrich proofs and proof frag-
ments. To address this requirement, we introduce the Inference Web
registry for storing the meta information and the Inference Web regis-
trar web application for handling the registry. This addresses the issues
related to data provenance.

• A way to present justifications to the user. Our solution to this has mul-
tiple components. First the IW explainer is capable of using rewrite
rules (or tactics) to abstract proofs in order to provide more under-
standable explanations. Additionally, the IW browser is capable of
navigating through explanations provided in the portable proof for-
mat. It can display explanations in multiple styles and using multiple
sentence formats including English and KIF4. This addresses the issues
related to reasoning, explanations, and presentation.

In the next section we demonstrate the KSL Wine Agent use of the In-
ference Web for explaining answers.

4 Inference Web Support for Question Answering

In this section we describe how portable proofs along with proof-based tools
and proof metadata can support explanations in QA environments. In fact,
the portable proof specification is the main component of the Inference Web.
The proof specification is written in the web markup language DAML+OIL5

[9] and proofs dumped in this format become a portion of the Inference Web.

4http://logic.stanford.edu/kif/kif.html
5An OWL [23] version is coming soon.



First we present a brief description on how engines can dump portable
proofs followed by a characterization of some strategies used in the KSL Wine
agent for explaining answers. Finally, we describe a possible process for QA
environments using the Inference Web for explaining answers.

4.1 Generating Proofs

In order for Inference Web to present a proof or explanation of an answer, the
retrieval or deductive engine needs to generate raw material that Inference
Web can process. The generation of proofs is a straightforward task assuming
that the engine data structures storing proof elements can be identified as IW
components. To facilitate the generation of proofs, the Inference Web pro-
vides a web service that builds portable proofs from IW components and up-
loads IW components from portable proofs. A description of this web service
is available at http://www.ksl.stanford.edu/software/IW/faq/registering/.
QA environments can use the IW for explaining answers once their embed-
ded inference/search engines are ready for generating proofs. A few deductive
engines, including Stanford’s JTP and SRI’s SNARK, are currently produc-
ing proofs in portable proof format and the web services using Inference Web
use those systems for providing answers.

The details of IW inference engine registration for dumping IW proofs are
beyond the scope of this chapter although we encourage interested readers to
look at the Inference Web infrastructure description in [22] and the portable
proof specification description in [25]. Also, the DAML+OIL proof specifica-
tion is available at http://www.ksl.stanford.edu/software/IW/spec/iw.daml.

4.2 Explaining Answers

The Inference Web aims to present explanations that help users to identify
whether they should trust answers in a limited number of interactions with
the IW browser. Depending on their requirements, users can move from one
explanation to another.

4.2.1 A Default Explanation

Default initial explanations in the IW are very short and are presented in a
simple English format as in Figure 1. In this case, one can imagine a scenario
where a user is interested in knowing why the Wine Agent suggested a white
wine to go along with the meal that is called “Tonys Specialty”. We learn
that Tonys Specialty is a crab dish which is also a seafood dish. Later if we
asked more follow-up questions, we would discover that the wine ontology



suggests white wines with seafood dishes.
The IW browser is used to render all the explanations presented in this

chapter. When interacting with the browser, users may select from a num-
ber of styles and sentence formats for displaying explanations. Initially, the
browser includes the “English”, “Proof”, and “Dag” styles and the restricted
“English” and “KIF” sentence formats6 for rendering explanations (and their
proofs). We also expect that some applications may implement their own dis-
plays using the IW API. The browser implements a lens metaphor responsible
for rendering a fixed number of levels of inference steps depending on the lens
magnitude setting. This is used to limit the information presented and ex-
pects interested users to ask for follow-up questions about the portions of
explanations they are most interested in.

Figure 1: An explanation in English.

The explanation in Figure 1 presents a small part of the knowledge prove-
nance since it shows just the last inference step of what is already a simplifi-
cation of a proof dumped by an inference engine. We believe that one of the
keys to presentation of justifications is breaking proofs into separable pieces.

4.2.2 A Source-Oriented Explanation

If users rely on embedded inference/search engines but do not trust answers,
they may ask the browser for the sources metadata information of the answer.
Figure 2 presents the source metadata information for the SEAFOOD answer
(or the answer that TonysSpecialty is a �SEAFOOD dish). There, the user
can learn the three sentences used to derive the answer and that all of the
sentences are axioms from the WINE-TEST ontology. Moreover, the user
can learn that the KSL team is the author of this particular ontology.

6Current investigations are underway for N3 format as well.



Figure 2: Presenting source metadata information.

In practical scenarios such as those used on the ARDA AQUAINT7 and
NIMD8 projects, presentation of the source metadata information can be a
large list of axioms and sources since a typical scenario can include hundreds
of axioms coming from multiple ontologies. Moreover, these ontologies are
usually the outcome of an effort of analyzing, summarizing, and compiling
information described in multiple documents. Thus, all the original docu-
ments and the analysts and subject matter experts involved on the process
of compiling these documents also become sources of ontologies.

4.2.3 A Process-Oriented Explanation

A complex explanation may be required if users do not trust the embedded
engines. As more hybrid reasoning environments emerge in implemented ap-
plications, we expect this kind of explanation to be more important. If these
new environments have been built by “plugging” in a number of special pur-

7http://www.ic-arda.org/InfoExploit/aquaint/
8http://www.ic-arda.org/Novel Intelligence/



pose reasoners, end users may need to know the inference rules used along
with the sentences they were used on. The order of application of these rules
may also be of interest. Figure 3 presents an approach to explaining knowl-
edge process information. There, for example, the Class Transitivity in-
ference rule was used to derive that Every CRAB is a SEAFOOD dish from the
premises Every CRAB is a SHELLFISH and Every SHELLFISH is a SEAFOOD.

Figure 3: A graphical explanation.

Since the explanations in Figures 1 and 3 are collections of explanation
fragments, automatic support for follow-up questions is a critical function of
the IW browser. Every element in the viewing lens can trigger a browser
action. The selection of an antecedent re-focuses the lens on an antecedent’s
inference step.Context-appropriate follow-up questions are generated for the
user in case they are interested in more information. For other lens elements,
associated actions present registry meta-information.

4.3 Inference Web Support

The explanations presented so far are abstractions of actual proofs dumped
by engines. In this section we describe how a QA environment can use the
IW to generate and display explanations such as the explanations presented
in Section 4.2.

4.3.1 Metadata Support

The IW registry is a hierarchical interconnection of repositories of informa-
tion relevant to explanations and their proofs and is a main component of
the process of generating explanations. Entries in the registry contain the
information linked to in the proofs. Every entry in the registry is a file



Figure 4: Browsing a proof.

written in DAML+OIL. Also, every entry is an instance of a registry con-
cept. InferenceEngine, Language and Source are the core concepts in the
registry. Other concepts in the registry are related to one of these core con-
cepts. For example, InferenceRule and DerivedRule are concepts related to
InferenceEngine, LanguageAxiomSet and Axiom are concepts related to Lan-
guage, and Ontology, Team, Person and Publication are concepts related to
Source. Inference Web tools include a registrar for interacting with the reg-
istry. Users must be registered in the Inference Web for maintaining entries in
the registry (users can only update their own entries). In the current version
of the registrar, any user can browse the registry entries using the regis-
trar at http://onto.stanford.edu:8080/iwregistrar/. Today’s implementation
of the registry is centralized although we anticipate a distributed registry
infrastructure in the future.

4.3.2 Explanation Generation Support

Although essential for automated reasoning, inference rules typically used
by theorem provers are often inappropriate for “explaining” reasoning tasks



because they are at the wrong level of granularity. The inference rules were
generated because they were good for computer programs to reason with
but were not typically designed for human understanding. Moreover, syn-
tactic manipulations of proofs based on atomic inference rules may also be
insufficient for abstracting machine-generated proofs into some more under-
standable proofs [15]. Proofs, however, can be abstracted when they are
rewritten using rules derived from axioms of upper level ontologies such as
the SUMO and the DAML [14] axiomatic set. Axioms in rewriting rules are
the elements responsible for aggregating some semantics in order to make
the rules more understandable. Entries of DerivedRule are the natural can-
didates for storing specialized sets of rewriting rules. In the IW, tactics are
rules associated with axioms.

The explainer algorithm generates explanations in a systematic way us-
ing the derived rules in the registry. Figure 4 includes the proof information
for the same answer as we presented with the explanation information in
Figure 3. The explainer has abstracted away both a number of proof steps
and details that most users will not want to see. The user may always ask
follow-up questions and still obtain the detail, however the default explana-
tion provides abstracted explanations. The general result is to hide the core
reasoner rules and expose higher-level derived rules.

4.3.3 Using the Inference Web

Figure 5: Using the Inference Web.

Figure 5 presents a diagrammatic representation on how a QA environ-
ment can use the IW. There, the dashed circle represents a generic QA en-



vironment. The lightning symbol represents an inference or search engine
embedded in the QA environment used for deriving/retrieving answers. To
use the Inference Web, the engine should be able to generate proofs in the IW
format. Once the engine generates a proof, it can call the IW explainer pass-
ing the URI of the proof fragment at the bottom of the proof (assuming that
answers are derived downward). Using registered tactics in the registry the
explainer abstracts the proof into an explanation. It then calls the browser
and passes in the URI of the fragment at the bottom of the explanation. The
browser can then present explanations such as in Figures 1, 2 and 3 or proofs
such as in Figure 4. In addition to its support to follow-up questions related
to the explanation, the browser can also be asked to present the original
proof when browsing explanations. The proof when presented along with its
metadata is the most detailed and complex explanation of an answer that
the Inference Web can present.

5 Contributions and Future Work

The KSL Wine Agent and the the DAML Query Language Front-End9 are
two current Semantic Web agents supported by the Inference Web. These
agents are based on Stanford’s JTP theorem prover that produces portable
proofs. The IW registry is populated with JTP information: one Infer-
enceEngine entry for the reasoner itself, nine entries for its primitive inference
rules, one entry for its set of DAML axioms, and 56 entries for the axioms.

If either of these applications wanted to use another reasoner (other than
the ones already registered in Inference Web), the inference engine entry
would need to be made for the new reasoner along with its core inference rule
entries. If the new reasoner was similar to a reasoner already registered, one
might find that it was using many of the same core inference rule entries and
thus those could be reused. (We found this for example when we registered
SNARK after having registered the published inference rules for OTTER.)

Beyond just explaining a single system, Inference Web attempts to in-
corporate best in class explanations and provide a way of combining and
presenting proofs that are available. It does not take one stance on the form
of the explanation since it allows engines to dump single or multiple expla-
nations of any information manipulation producing answers. It provides the
user with flexibility in viewing fragments of single or multiple explanations in
multiple formats. IW simply requires inference rule registration and portable

9http://onto.stanford.edu:8080/dql/servlet/DQLFrontEnd



proof format.
We can identify the following contributions:

• Support for source metadata information is provided by: the portable
proof specification that allows node sets to be associated with sources;
and the registry that supports meta information for annotating sources.

• Support for knowledge process information is provided by: the proof
specification that supports a comprehensive representation of proof
trees; and the registry that supports meta information for annotat-
ing inference engines along with their primitive inference rules. Also,
the proof specification provides support for alternative justifications by
allowing multiple inference steps per node set and the proof browser
supports navigation of the information.

• Support for explanation generation is provided by the registry that sup-
ports both formal and informal information about languages, axioms,
axiom sets, and derived rules. The proof support for alternative justi-
fications allows derivations to be performed by performance reasoners
with explanations being generated by alternative reasoners aimed at
human consumption.

• Support for portable and distributed proofs is provided by the IW ar-
chitecture. Portable proofs are specified in the emerging web standard
DAML+OIL so as to leverage XML-, RDF-, and DAML-based informa-
tion services. Proof fragments as well as entire proofs may be combined
and interchanged.

• Support for explanation and proof presentation is provided by a light-
weight proof browsing using the lens-based IW browser. The browser
can present either pruned justifications or guided viewing of a complete
reasoning path.

• Support for multiple explanation strategies is provided by the combina-
tion of the Inference Web support for portable and distributed proofs
and for explanation and proof presentation.

We are currently extending SRI’s SNARK10 theorem prover to produce
portable proofs and simultaneously populating the IW registry with SNARK

10http://www.ai.sri.com/˜stickel/snark.html



information. Also, we are in the process of discussing the registration of the
W3C’s CWM11 theorem prover in the Inference Web.

Future work includes the registration of more inference engines. We also
intend to provide specialized support for why-not questions expanding upon
[8] and [17]. We are also looking at additional support for proof browsing
and pruning. We have also initiated conversations with the verification com-
munity in order to provide a portable proof and registry format that meets
their needs as well as meeting the needs of the applications that require
explanation.

6 Related Work

Recognition of the importance of explanation components for reasoning sys-
tems has existed in a number of fields for many years. For example, from the
early days in expert systems and MYCIN [26] in particular, expert systems
researchers understood the need for systems that understood their reasoning
processes and could generate explanations in a language understandable to
its users. Inference Web attempts to stand on the shoulders of past work
in expert systems, such as MYCIN and the explainable expert system [28]
on generating explanations using both their leanings on how to generate ex-
planations and interoperating with next generation systems that generate
explanations.

IW also builds on the learnings of explanation in description logics (e.g., [2,
3, 17, 20]) that attempt to provide a logical infrastructure for separating
pieces of logical proofs and automatically generating follow-questions based
on the logical format. IW also attempts to integrate learnings from the the-
orem proving community on proof presentation(e.g., [5, 12]) and explanation
(e.g., [15]). IW attempts to learn from this and push the explanation com-
ponent started in Huang’s work and also add the emphasis on provenance
and distributed environments.

The work in this paper also builds on experience experience designing
query components for frame-like systems [4, 13, 17] to generate requirements.
The foundational work in those areas typically focus on answers and only sec-
ondarily on information supporting the understanding of the answers. In our
requirements gathering effort, we also obtained requirements input from con-
tractors in DARPA-sponsored programs concerning knowledge-based appli-

11http://www.w3.org/2000/10/swap/doc/cwm.html



cations (the High Performance Knowledge Base program12, Rapid Knowledge
Formation Program13, and the DARPA Agent Markup Language Program14

and more recently, the ARDA AQUAINT and NIMD programs). We also
gathered requirements from work on the usability of knowledge representa-
tion systems (e.g., [21]) and ontology environments (e.g., [11]). We have
also gathered needs from the World Wide Web Consortium (W3C) efforts
on CWM15 and the related reasoner effort on Euler16. Finally, we gath-
ered knowledge provenance requirements from the programs above and from
previous work on data provenance from the database community(e.g., [7]).

7 Conclusion

QA environments can use the Inference Web for explaining their answers.
We identified the support for provenance information, reasoning informa-
tion, explanation generation, distributed proofs, and proof presentation as
requirements for explanations in the Web. We described the major compo-
nents of IW - the portable proof specification based on the emerging web
language-DAML (soon to be updated to OWL) supporting proofs and their
explanations, the registry, the explainer, and the browser. We described how
Inference Web features provide infrastructure for the identified requirements
for web explanations. We facilitated use in a distributed environment by
providing IW tools for registering and manipulating proofs, proof fragments,
inference engines, ontologies, and source information. We also facilitated in-
teroperability by specifying the portable proof format and providing tools for
manipulating proofs and fragments. We have implemented the IW approach
for two web agents based on JTP and are in discussions with additional rea-
soner authors to include more reasoning engines. We have presented the work
at government sponsored program meetings(RKF, DAML, AQUAINT, and
NIMD) to gather input from other reasoner authors/users and have obtained
feedback and interest. Current registration work includes SRI’s SNARK and
W3C’s CWM.
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